Physical Nature of Chromatin in the Nucleus
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Genomic information is encoded on long strands of DNA, which are folded into chromatin and stored in a tiny nucleus. Nuclear chromatin is a negatively charged polymer composed of DNA, histones, and various nonhistone proteins. Because of its highly charged nature, chromatin structure varies greatly depending on the surrounding environment (e.g., cations, molecular crowding, etc.). New technologies to capture chromatin in living cells have been developed over the past 10 years. Our view on chromatin organization has drastically shifted from a regular and static one to a more variable and dynamic one. Chromatin forms numerous compact dynamic domains that act as functional units of the genome in higher eukaryotic cells and locally appear liquid-like. By changing DNA accessibility, these domains can govern various functions. Based on new evidences from versatile genomics and advanced imaging studies, we discuss the physical nature of chromatin in the crowded nuclear environment and how it is regulated.

DNA, GENOME, AND INFORMATION STORAGE IN THE NUCLEUS

How much information can be stored in the nucleus of a cell? Biological (or genetic) information is inscribed in deoxyribonucleic acid. DNA is a negatively charged double-helix polymer, composed of four bases (guanine, G; adenine, A; thymine, T; cytosine, C), which are linked by a negatively charged phosphate backbone (Fig. 1A). A single human cell has ~2 m of DNA (0.33 nm × 3 × 10^9 bp × 2 sets of chromosomes), which is ~2 × 10^5-fold longer than the typical diameter of a nucleus (~10 µm) (Fig. 1B). Given that the human genome has 3 × 10^9 bp composed of four bases, there are 4^(3×10^9) combinations of information in it, which is equivalent to 2^(6×10^9), or 750 M (0.75 G) bytes. This roughly corresponds to only a single compact disc (CD) (~700 M bytes) and is much smaller than our current smartphones’ memory storage.

However, the memory density of the human genome in the nucleus can be calculated as ~7.5 × 10^14 bytes/mm³, considering that the nuclear volume is roughly 1000 µm³. This memory density is several orders of magnitude higher than a CD (5.2 × 10^6 bytes/mm³), blu-ray disc (QL) (9.4 × 10^8 bytes/mm³), or even a flash memory (16 Gb, 6.3 × 10^8 bytes/mm³) (Church et al. 2012). Including possible chemical modifications on DNA and histones, such as methyl-
Figure 1. DNA, histones, and the nucleosome. (A) Schematic of the structure of deoxyribonucleic acid (DNA). DNA is a long double-helix polymer made from repeating units called nucleotides, that consists of four bases: adenine (A), cytosine (C), guanine (G), and thymine (T), which are attached to the sugar/phosphate. Adenine pairs with thymine and guanine pairs with cytosine by hydrogen bonds. The two strands of DNA run in opposite directions to each other in an antiparallel manner (shown by arrows). Phosphate backbones are negatively charged (marked with “-”). (Illustration and legend from Nozaki et al. 2018; reproduced with modifications, with permission, from the authors.) (B) Negatively charged DNA (top row) is wrapped around basic (or positive) core histone octamers (yellow on second row) to form 10-nm fiber, and it is further organized in a cell nucleus. Note that the fiber is still negatively charged.
ation and acetylation, this calculation increased dramatically to encompass an enormous memory size and density. Reading of information requires energy and if one assumes that a 1 Gb flash memory needs roughly \( \sim 1 \) J (1 W per 1 sec) of electric power and a similar level of energy was required in each cell of our body (\( \sim 40 \times 10^{12} \) cells; Bianconi et al. 2013) to read its genetic information, the total energy required would be \( \sim 4 \times 10^{13} \) J, which is far greater than the total electric energy produced by all the nuclear power plants on earth (one plant can produce \( \sim 1 \times 10^{9} \) J). In other words, the nuclear genome works with amazing energy efficiency.

It is thus appropriate to call the nucleus a truly “amazing memory device” in terms of both information storage and readout. Although our above example used the human cell nucleus, this remarkable property is shared widely across all eukaryotic nuclei. To function correctly, genome DNA needs to be carefully and properly organized in the nucleus, where differences in DNA folding can bring about dramatic changes in information readout. In this article, we review and discuss how genomic DNA is organized and behaves in the nucleus.

THE NUCLEOSOME

The electric charge of its components is an essential part of understanding the organization of the genomic information in the nucleus. Negatively charged DNA is wrapped around a core histone octamer (Fig. 1B), which consists of four positively charged histone proteins (H2A, H2B, H3, and H4), and forms a nucleosome (Figs. 1B and 2; Kornberg 1974; Olins and Olins 1974; Woodcock et al. 1976). The nucleosome structure has been resolved to 1.9 Å (Fig. 2B; Davey et al. 2002), in which 147 base pairs of DNA are wrapped in 1.7 left-handed superhelical turns around the histone octamer to generate a 225 kDa nucleosome core structure. The core histone octamer contains two copies of each of the four core histones, which are highly conserved in both length and amino acid sequences among eukaryotic species (Fig. 2A; Luger et al. 1997). H2A/H2B and H3/H4 form stable dimers at physiological conditions. Two H3/H4 dimers also form a stable tetramer under such conditions. Each core histone contains an \( \sim 60 \) amino acid residue histone-fold domain, which accounts for \( \sim 70\%-75\% \) of the mass of each protein (Fig. 2A) and provides a highly structured and extensive dimerization interface between the H3/H4 and H2A/H2B pairs (Fig. 2B). Each histone also has an amino-terminal tail domain, which is an intrinsically disordered region (IDR) and extends to the exterior of the nucleosome, while H2A contains an additional carboxy-terminal tail domain. Thus, a single nucleosome has 10 tails (Fig. 2C; Luger et al. 1997; Davey et al. 2002), which are highly positively charged due to a preponderance of lysines and arginines. For example, the \( \sim 35 \)-residue H3 tail and the \( \sim 20 \)-residue H4 tail contain 13 and 9 positively charged residues, respectively. Because of this positive charge abundance, the long, disordered tail domains contribute to the thermal stability of the nucleosome core (Ausio et al. 1989), and play important roles in the interactions between nucleosomes to contribute higher-order organization of chromatin. Chromatin is composed of nucleosomes and associated non-histone proteins (Figs. 1B and 3; discussed later; Olins and Olins 2003).

In most eukaryotic species, an additional family of histone proteins bind to the nucleosome. Linker histones (also referred to as H1s) are highly basic proteins but share no structural homology with the core histones (Fig. 2D; Woodcock et al. 2006; Bednar et al. 2017). Interestingly, two IDRs in the carboxy- and amino-terminal regions of H1s connected by an \( \sim 80 \)-residue “globular” domain are important for chromatin condensation (Turner et al. 2018). Whereas it is assumed that H1s bind to the exterior of nucleosomes and stabilize the wrapping of DNA within nucleosomes (Fig. 2D), H1s seem to be highly mobile in the cell (Misteli et al. 2000).

Each nucleosome particle is connected by linker DNA segments (\( \sim 20\text{–}80 \) bp; \( \sim 6.6\text{–}27 \) nm) that generate repetitive motifs of \( \sim 200 \) bp and are described as “beads on a string” or as a “10-nm fiber” (Figs. 1B and 3A; Olins and Olins 2003). This 10-nm fiber produces electrostatic repulsion between adjacent regions because only about half of the DNA negative charges derived from the phosphate backbone are neutralized by the basic
Figure 2. Structures of core histones and nucleosome. (A) Schematic of the core histone structures; histone-fold domains are enclosed by gray boxes, tail domains are denoted by dashed lines, and α-helices are shown by columns. The positions of residues flanking the histone fold in each protein are shown. The approximate residue at the end of the tail domain nearest the histone fold is also shown. (B) The nucleosome structure at 1.9 Å resolution (Davey et al. 2002). Note that histone colors correspond to A. Amino acid residues of histone tails (intrinsically disordered regions [IDRs]) are shown as ball models. Basic residues (lysines and arginines) in the tail domains are highlighted with a darker color. (C) Amino-terminal tail domains in B are extended away from the nucleosome core. H2A also has a carboxy-terminal tail. Basic residues (lysines and arginines) in the tail domains are colored in orange. An asterisk indicates sites of lysine acetylation. (Illustrations are based on data in Wolfe and Hayes 1999 and Pepenella et al. 2014a.) (D) Structural model of a nucleosome with a linker histone H1. (The model in D was created from PDB data in Bednar et al. 2017.)
Figure 3. Chromatin structure. (A) (Left) 10-nm fibers form in no cation conditions (no salt). (Center) Three types of 30-nm fibers form with a low concentration of cations/Mg$^{2+}$: (1) a solenoid (one-start) model, (2) a two-start zigzag, and (3) a zigzag tetranucleosomal model (Song et al. 2014). (Right) Large chromatin condensates with interdigitated 10-nm fibers that form in more physiological cations or higher cations. Note, this condensate lacks the 30-nm structures (Maeshima et al. 2016b). Recently, under a certain specific condition, the condensates were shown to be liquid droplets formed by liquid–liquid phase separation (Gibson et al. 2019). (Panels from Maeshima et al. 2020; reproduced with modifications, with permission, from the authors.) (B) Polymer melt model. Under low cation and/or molecular crowding conditions, 10-nm fibers could form 30-nm chromatin fibers via intrafiber nucleosome associations. An increase in cation concentration and/or molecular crowding results in interfiber nucleosomal contacts that interfere with intrafiber nucleosomal associations, leading to a melted polymer–like or “sea of nucleosomes” state (Dubochet et al. 1986; Eltsov et al. 2008; Maeshima et al. 2010). In this state, tetranucleosome zigzag motifs are occasionally seen (highlighted in red). Note that we show a highly simplified two-dimensional nucleosome model in these illustrations. (C) A simplified scheme for hierarchical chromatin organization in the nucleus. The 10-nm fiber is compacted into chromatin domains (e.g., topologically associating domain [TAD]/contact domain/loop domain) (Dixon et al. 2012; Nora et al. 2012; Sexton et al. 2012; Dekker and Heard 2015), which interact over long distances to form chromatin compartments (Lieberman-Aiden et al. 2009). Compartments generally represent a transcriptionally active or open chromatin state (compartment A) and an inactive or closed chromatin state (compartment B). A single interphase chromosome is occupied in a chromosome territory (highlighted as different colors) (Cremer and Cremer 2001).
core histones (Fig. 3A; Maeshima et al. 2014). For further folding of the 10-nm fiber, the remaining negative charges have to be screened by other factors, such as linker histones, nonhistone proteins, cations, and other positively charged molecules. Chromatin, which consists of 10-nm fibers and various nonhistone proteins, is overall still a negatively charged polymer because the negative charge of DNA is not completely neutralized by these positively charged molecules. Therefore, chromatin can dynamically change its local structure depending on the electrostatic state of its environment (Fig. 3A; Cole 1967; Earnshaw and Laemmli 1983; Hansen 2002; Hudson et al. 2003; Takata et al. 2013). Such changes in local chromatin structure are critical for gene expression because they directly govern access to the DNA and therefore impact how the genome is scanned and read in the nucleus.

**STRUCTURAL VARIATIONS OF CHROMATIN IN VITRO: 10-NM FIBERS, 30-NM FIBERS, AND CHROMATIN CONDENSATES**

A crucial factor that influences local chromatin structure is the ionic condition of the surrounding environment. For instance, in the presence of linker histones and a low concentration of cations (e.g., \(<\sim 1 \text{mM Mg}^{2+}\) or \(<\sim 50 \text{mM Na}^{+}\)), the purified 10-nm fiber (Fig. 3A, left) is folded into a zigzag or solenoidal fiber structure with a diameter of 30 nm, which is called the 30-nm chromatin fiber (30-nm fiber) (Fig. 3A, center; Finch and Klug 1976; Woodcock et al. 1984; Schalch et al. 2005; Robinson et al. 2006; Song et al. 2014). Such low ionic conditions partially screen the fiber’s electrostatic charge, leading to local contacts between nucleosomes in the fiber and the formation of the folded 30-nm structure (Fig. 3A, center). Note, the concentration of cations required for this folding depends on the size and concentration of the fiber.

More cations are present at physiological concentrations that result in further charge screening. At these levels, electrostatic repulsion between neighboring nucleosomes almost disappears and large chromatin condensates form (Hansen 2002; Maeshima et al. 2016b; Gibson et al. 2019; Strickfaden et al. 2020). Such condensates are organized like a melted polymer or “sea of nucleosomes” and do not contain the 30-nm structure (Fig. 3A,B, right; McDowall et al. 1986; Eltsov et al. 2008; Maeshima et al. 2016a). Nucleosomes are free to contact long distal nucleosome partners, leading to interdigitation of their fibers (Fig. 3A,B, right; Zheng et al. 2005; Kan et al. 2009; Maeshima et al. 2010).

This structural variation scheme of chromatin (Fig. 3A,B) was demonstrated in vitro (Maeshima et al. 2016b) using a well-defined chromatin model, the 12-mer nucleosome array (Hansen 2002). Previous biochemical studies using the nucleosome arrays can explain why such large condensates lack the 30-nm fiber (Dorigo et al. 2003; Kan et al. 2009; Sinha and Shogren-Knaak 2010). The long tail domain of histone H4 (Fig. 2B,C) mediates the formation of both the 30-nm fiber and large condensates. Consequently, organization into chromatin condensates can prevent the formation of 30-nm fibers by sequestering the H4 tail. It is also important to note that this interdigitated chromatin folding might contribute to forming large chromatin structures such as mitotic chromosomes (Hansen et al. 2018).

The physical state of chromatin condensates is intriguing and a subject of ongoing research. Gibson et al. showed that nucleosome arrays with cations developed into large chromatin condensates \(~10 \mu\text{m}\) in size. The resultant large condensates behaved like liquid droplets (Fig. 3A, right; Gibson et al. 2019), in which the nucleosomes self-organized through a process termed liquid–liquid phase separation (LLPS) (Hyman et al. 2014; Mitrea and Kriwacki 2016; Rippe 2021). The droplets rapidly fused to each other and the fluorescence recovery after photobleaching (FRAP) showed that fluorescently labeled nucleosome arrays freely diffused in the droplets (Gibson et al. 2019). However, Strickfaden et al. (2020) revealed that the condensates formed from similar nucleosome arrays show a rather solid-like property and that the liquid chromatin condensates, as shown by Gibson et al. (2019), were only observed under a highly specific set of conditions (Strickfaden et al. 2020). The condensates thus seem to have solid-like features at a micron scale. Nonetheless, we infer that the condensates might have weak intrinsic droplet prop-
CHROMATIN ORGANIZATION IN THE NUCLEUS

In 1976, the 30-nm fiber was discovered in vitro and has since been believed to be the basic chromatin structure in eukaryotic cells (Fig. 3A, center; Finch and Klug 1976; Woodcock et al. 1984; Schalch et al. 2005; Robinson et al. 2006; Song et al. 2014). However, during the past 10 years, extensive data from various techniques, including cryo-electron microscopy (EM) (McDowall et al. 1986; Eltsov et al. 2008; Chen et al. 2016; Cai et al. 2018), X-ray scattering (Joti et al. 2012; Nishino et al. 2012), electron spectroscopic imaging (ESI) (Fussner et al. 2012; Visvanathan et al. 2013), EM tomography (Ou et al. 2017), stochastic optical reconstruction microscopy (STORM) (Ricci et al. 2015), chromosome conformation capture (3C)/Hi-C (Dekker 2008; Hsieh et al. 2015; Sanborn et al. 2015; Ohno et al. 2019), and computational modeling (Collepardo-Guevara and Schlick 2014; Bajpai et al. 2017), demonstrated that chromatin consists of rather irregular and variable nucleosome arrangements like "sea of nucleosomes" (Fig. 3A,B, right). In addition to the cation issue discussed above, many factors in native chromatin, including irregular nucleosome spacing, histone modifications and variants, and nonhistone protein binding, would preclude the formation of regular 30-nm fibers, especially in actively transcribing cells. Thus, the 30-nm fiber is unlikely to be the basic structure or unit of chromatin in vivo. Nonetheless, the formation of tetranucleosome motifs is highly possible (Baldi et al. 2020; Krietenstein and Rando 2020), as reported by new genomics studies that found occasional zigzag nucleosome configurations in budding yeast cells (Hsieh et al. 2015; Ohno et al. 2019) and in heterochromatin regions of human cells (Risca et al. 2017).

At a higher level of organization, a large-scale chromatin structure with a diameter ~200 nm has long been observed by light and electron microscopic imaging in more complex eukaryotes (Fig. 3C; Hu et al. 2009; Nozaki et al. 2017; Olins and Olins 2018; Xu et al. 2018), while yeast cells seem to have predominately open chromatin arrangements with clusters of only a few nucleosomes (Hsieh et al. 2015; Chen et al. 2016; Ohno et al. 2019). Recently, a combination of 3D super-resolution and scanning EM revealed "chromatin domains," which were observed as irregularly sized clusters of nucleosomes (~200 nm) (Hoffman et al. 2020; Miron et al. 2020). Interestingly, the chromatin domains in euchromatic regions maintained compact chromatin organizations with active epigenetic marks, but their sizes were smaller than those of heterochromatin, which is consistent with the previous reports (Maeshima et al. 2015; Nozaki et al. 2017). ESI, which maps phosphorus and nitrogen atoms with contrast and resolution sufficient to visualize 10-nm fibers (Hendzel et al. 1999), also exhibited such chromatin domain structures (Strickfaden et al. 2020).

3C/Hi-C methods can be used to generate a fine contact probability map of genome DNA (Dekker and Heard 2015; Dekker 2021), and this technology has revealed that the higher eukaryotic genome is partitioned into chromatin domains (Fig. 3C): topologically associating domains (TADs) at the scale of several hundreds of kilobytes (Dixon et al. 2012; Nora et al. 2012; Sexton et al. 2012) and smaller contact/loop domains (mean size of ~185 kb) (Rao et al. 2014). These structures were confirmed visually by superresolution imaging (Bintu et al. 2018). The loop domains seemed to be held together by cohesin (Figs. 3C and 5C,E), in cooperation with CCCTC-binding factor (CTCF) (Zuin et al. 2014; Rao et al. 2017; Wutz et al. 2017; Bintu et al. 2018; for more details, see Dekker 2021). These domains are often clustered as two distinct, megabase scale compartments A and B (Lieberman-Aiden et al. 2009), which likely represent transcriptionally active chromatin and inactive chromatin, respectively (Fig. 3C). Collectively,
chromatin organization in the nucleus appears to have a hierarchy (Fig. 3C): from 10-nm fibers to domains, domains to compartments A and B, and from these compartments to chromosomes to form the “chromosome territory” of the nucleus (Cremer and Cremer 2001).

The large-scale arrangements/domains described above seem to be fundamental chromatin features in the nucleus (Misteli 2020). Notably, the domains have a compact organization (Fig. 3C), irrespective of euchromatin or heterochromatin (Nozaki et al. 2017; Miron et al. 2020; Strickfaden et al. 2020). To form these compact domains, local nucleosome–nucleosome interactions seem to be critical (Nozaki et al. 2017; Strickfaden et al. 2020). Cations like magnesium ion (Mg$^{2+}$) can facilitate these interactions, as shown in the formation of cation (Mg$^{2+}$)-dependent chromatin condensates in vitro, which requires nucleosome–nucleosome interactions by histone tails (Fig. 2C; Maeshima et al. 2016b; Gibson et al. 2019; Sanulli et al. 2019; Strickfaden et al. 2020).

Furthermore, it is very likely that non-nucleosomal proteins and RNAs, as well as cations, contribute to the formation of compact chromatin domains through macromolecular crowding effects (Figs. 3B and 5E; Asakura and Oosawa 1954; Marenduzzo et al. 2006; Hancock 2007). Imai et al. (2017) found that the total density of heterochromatin (208 mg/mL) was only 1.53-fold higher than that of the euchromatic regions (136 mg/mL), while the DNA density of heterochromatin was 5.5–7.5-fold higher (Imai et al. 2017). This finding suggests that non-nucleosomal materials (proteins, RNAs, etc.), which are dominant in both heterochromatin and euchromatin (~120 mg/mL), play an important role in compact organization of the domains in the nuclear crowded environments.

The organization of chromatin may serve to modulate the accessibility of larger protein complexes to target sites (Maeshima et al. 2015; Miron et al. 2020). The compact domains might hinder the access of large protein complexes such as transcription factors and replication initiation complexes to the inner core of chromatin domains (Maeshima et al. 2015; Miron et al. 2020). Decomposition of such domains with histone modifications or the action of other proteins can increase accessibility to the complexes to turn on gene transcription (Toth et al. 2004; Bian and Belmont 2012; Kieffer-Kwon et al. 2017; Nozaki et al. 2017; Miron et al. 2020; Strickfaden et al. 2020). Interestingly, it has been suggested that various RNAs may be involved in the regulation of these compact chromatin domains (Nozawa and Gilbert 2019). Nozawa et al. (2017) showed that scaffold attachment factor A (SAF-A)/heterogeneous nuclear ribonucleoprotein U (hnRNP U) decompacts transcriptionally active chromatin domains by forming a filament-shaped oligomer with nuclear RNA (Nozawa et al. 2017). How RNAs act on the domain formation remains unclear and is an area to be investigated further.

Whereas the compact organization of the genome appears to be primarily designed for storage efficiency, it seems to have additional functional roles to protect genomic information. The compact organization can generate a spring-like restoring force that resists nuclear deformation by mechanical stress and plays an important role in maintaining genomic integrity. Nuclei with condensed chromatin possess significant elastic rigidity, while those with decondensed chromatin are considerably softer (Shimamoto et al. 2017; Stephens et al. 2017; Maeshima et al. 2018b; Agbleke et al. 2020; also see Miroshnikova and Wickström 2021). Interestingly, compact chromatin seems more resistant to radiation and chemical damage than the decondensed form, probably because condensed chromatin has lower reactive radical generation and is less prone to chemical attack (Takata et al. 2013). The maintenance of genomic DNA integrity by greater compaction may have contributed to the evolution of eukaryotic organisms.

**LOCAL MOTION OF CHROMATIN IN THE NUCLEUS**

The view of chromatin organization discussed so far suggests that chromatin is less physically constrained and more dynamic than expected in the regular static structure model with helical coiling (Maeshima et al. 2010). In addition, given that each nucleosome possesses 10 IDRs (Fig.
Live-cell imaging studies using a LacO/LacI-GFP system (Fig. 4A; Robinett et al. 1996) or related systems (Germier et al. 2017; Tasan et al. 2018; Eykelenboom et al. 2019) have long revealed dynamic movements of chromatin in numerous cells such as yeast, nematodes, flies, and mammals (Marshall et al. 1997; Heun et al. 2001; Chubb et al. 2002; Levi et al. 2005; Meister et al. 2010; Hajjoul et al. 2013; Arai et al. 2017). This system can track the motion of bacterial operator (LacO) repeats (<256 repeats) inserted into the genome of living cells to which fluorescent LacI proteins bind (Fig. 4A; Robinett et al. 1996). Analyses of FRAP have also demonstrated turnover rates of histones or chromatin-associated proteins at bleaching sites in living cells and provided indirect information on chromatin motion (Misteli et al. 2000; Kimura and Cook 2001; Meshorer et al. 2006). Furthermore, CRISPR-based genome editing technology has allowed a targeted region of interest in genome chromatin to be specifically labeled (e.g., Tasan et al. 2018) to visualize motion of that region (Fig. 4B; Chen et al. 2013; Gu et al. 2018; Guo et al. 2019; Ma et al. 2019).

Moreover, genome-wide local chromatin motion has been investigated using single-nucleosome imaging and tracking in living cells through fluorescently tagged histone proteins (Fig. 4C; Hihara et al. 2012; Nozaki et al. 2017; Nagashima et al. 2019; Lerner et al. 2020; Gómez-García et al. 2021). This powerful imaging modality can trace the movement of nucleosomes throughout the nucleus at the single-molecule level with high resolution. Similar global chromatin movements have been described using fluorescently labeled bulk histones, or DNA-binding dye, to analyze their displacement correlation (Fig. 4D; Zidovska et al. 2013; Shaban et al. 2020). Development of imaging techniques that record local chromatin motion at a genome-wide scale enabled visualization of heterogeneity of local chromatin motion in a whole nucleus as a chromatin heat map (Fig. 4E,F; Nozaki et al. 2017; Nagashima et al. 2019) or chromatin dynamics maps (Zidovska et al. 2013; Lerner et al. 2020; Shaban et al. 2020). These maps show all distributions of heterochromatin and euchromatin. As expected, the local chromatin motion at the nuclear periphery (heterochromatin) is less mobile (Fig. 4F). Consistently, statistical analysis of genome-wide single-nucleosome tracking data revealed heterogeneity of movements, which roughly categorized chromatin into two types: slow chromatin that moves under structurally constrained environments and fast chromatin that moves with fewer constraints (Fig. 4G; Ashwin et al. 2019, 2020). Lerner et al. (2020) suggested a correlation between chromatin mobility and transcription factor binding. Furthermore, statistical analysis of single-nucleosome tracking data has unveiled that the organized nucleosomes within chromatin are locally mobile and behave like a liquid at the scale of less than hundreds of nanometers (Ashwin et al. 2019, 2020). In other words, when considered at the scale of the chromatin domain, chromatin is very dynamic and exhibits a liquid-like diffusion rather than a crystal-like structure, which has a long-range order. A physical basis of the liquid-like behavior of chromatin is provided by polymorphism of the 10-nm fiber with the long histone tails (Fig. 2C), which can turn into various structures, including extended, folded, interdigitated, bent, and looped structures (Collepardo-Guevara and Schlick 2014).

**FACTORS THAT CONSTRAIN CHROMATIN MOTION IN THE NUCLEUS**

Whereas local chromatin behaves like a liquid (Ashwin et al. 2019, 2020), each chromosome occupied in the territory appears to be relatively stable, without mixing of chromosomes (Fig. 3C; Strickfaden et al. 2020). Certainly, the mean square displacement (MSD) analysis of local nucleosome motion in living human cells revealed that the plots almost reached a plateau value after 3 sec (Fig. 5A,B), which is proportional to the square of the radius of constraint \( \langle R_C^2 \rangle = 6/5 \times P R_c^2 \) (Dion and Gasser 2013). In addition, the estimated radius of the nucleosome motion constraint in living human RPE-1 cells is 141 ± 19.2 nm (mean ± SD), which roughly corresponds to the size of the chromatin domain mentioned above (i.e., local chromatin is constrained
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Figure 4. Visualization of local chromatin motion. Schematics for (A) LacO/LacI-GFP, (B) CRISPR-based chromatin labeling, (C) single nucleosome imaging and tracking, and (D) bulk chromatin labeling for displacement correlation analyses. A small number of nucleosomes are labeled with photoactivatable GFP or other fluorescent tags for single nucleosome imaging in C while much more are labeled in D. (E) Example of chromatin dynamics used to generate a heat map. Movements are measured over 50 msec. Small movements are shown in blue and large movements are shown in red. Heat maps allow the visualization of the heterogeneity of local chromatin motion in the nucleus. (F) Diagrams of a chromatin heat map where the nuclear interior (left) and nuclear periphery (right) of a living HeLa cell are shown. The boxed regions 1–3 show nucleoplasm, nuclear periphery, and around nucleolus periphery, respectively. Note that regions 2 and 3 are presumably heterochromatin regions shown in dark blue. The map of the nuclear periphery (surface) appears more bluish, showing less mobile chromatin in the heterochromatin-rich regions. (G) Mean square displacement (MSD) distribution of local chromatin motion. The MSD at the first minimum between the peaks is denoted by $M^*$. $P(M, 0.5 \text{ sec})$ from 10 cell samples were scaled by $M^*$ and shown, indicating fast and slow peaks. For details, see Ashwin et al. (2019).

(Illustrations and legend from Maeshima et al. 2020; reproduced with modifications, with permission, from the authors.)
Figure 5. Local chromatin motion and chromatin domains in the nucleus. (A) Three representative trajectories of single nucleosomes (Nagashima et al. 2019). (B) Mean square displacement (MSD) plots (±SD among cells) of single nucleosomes in living (black) and formaldehyde-fixed (red) RPE-1 cells over time (0.05 to 3 sec). For each sample, n = 20 cells. (Data from Nagashima et al. 2019.) (C) (Left) Decondensed chromatin in cells treated with histone deacetylase (HDAC) inhibitor trichostatin A (TSA) shows increased chromatin movements resulting from weakened nucleosome–nucleosome interactions and subsequently less local chromatin constraining. (Center) Usual state of chromatin with reduced movements. The chromatin domain is organized by local nucleosome–nucleosome interactions and global holding by cohesin. (Right) Loss of cohesin leads to less constraining and a resultant increase in chromatin motion. (D) (Left and center), Cluster/condensate of active RNA polymerase II (RNAPII) and transcription factors (blue spheres) can work as a transient hub (cyan sphere) to weakly connect multiple chromatin domains and to globally constrain chromatin motion. (Right) RNAPII inhibition, or its rapid depletion, releases chromatin constraints and increases chromatin motion. (E) A current model of chromatin domains. Chromatin is locally very dynamic, but the local chromatin motion is constrained by various physical or geometrical factors to keep each chromosome in the chromosome territories. (Diagrams in panels C and D from Babokhov et al. 2020; reproduced with modifications, with permission, from the authors.)
to a range of the chromatin domain size and does not appear to travel long distances) (Fig. 3C; Nagashima et al. 2019). Furthermore, the DNA replication foci observed via pulse fluorescent labeling revealed constrained euchromatin and heterochromatin behavior in living mouse cells (Strickfaden et al. 2020). These properties are not consistent with liquid behavior and suggest highly constrained motion. If chromatin behaves like a liquid locally but does not move over long distances, what constrains the chromatin in a nuclear aqueous environment? How are chromosome territories maintained? How can chromatin motion be adjusted depending on the physiological state(s) of the cell?

In contrast to ATP-dependent long-range movements of chromatin (see reviews by Soutoglou and Misteli 2007; Seeber et al. 2018), local chromatin motion is likely to be isotropic and primarily driven by thermal fluctuation (Fig. 5A; Marshall et al. 1997; Chubb et al. 2002; Levi et al. 2005; Nozaki et al. 2017; Ashwin et al. 2019). Variability in this motion can be created by constraints from several physical or geometrical factors (Fig. 4G; Ashwin et al. 2019).

Nucleosome Interactions

Nucleosome–nucleosome interactions are one of the factors to constrain chromatin motion. Chromatin becomes more mobile when treated with the histone deacetylase (HDAC) inhibitor trichostatin A (TSA) (Fig. 5C, left). This drug increases histone H3 and H4 tail acetylation (Fig. 2C) and decondenses chromatin (Fig. 5C, left), presumably by decreasing the number of nucleosome–nucleosome interactions (Gorisch et al. 2005; Ricci et al. 2015; Nozaki et al. 2017; Strickfaden et al. 2020). Such artificial decondensation of chromatin (i.e., extended fibers or fibers with nucleosome-free regions) reduces constraints that restrict thermal-fluctuating motion and results in elevated local chromatin movement (Fig. 5C, left; Amitai et al. 2017; Nozaki et al. 2017; Ashwin et al. 2019).

Nucleoplasmic Milieu

Another factor is the quantity of free cations in the nucleus. An increase in cations, such as Mg$^{2+}$, can condense chromatin and lower its local motion, since nucleosomes have residual negative charges and tend to repulse one another as discussed above (Fig. 3A,B). Consistently, intracellular ATP reduction, which releases Mg$^{2+}$ from ATP-Mg (Maeshima et al. 2018a), hypercondenses chromatin and decreases its motion (Visvanathan et al. 2013; Nozaki et al. 2017; Maeshima et al. 2018a). These findings offer a regulatory mechanism for the higher-order chromatin organization by the intracellular Mg$^{2+}$-ATP balance. Since intracellular ATP levels vary depending on cell types (Pecqueur et al. 2013; Qian et al. 2014; Kieffer-Kwon et al. 2017), they may regulate cellular functions such as differentiation via changing higher-order chromatin organization. Moreover, hypertonic treatment (~570 mOsm) had similar effects (Albiez et al. 2006; Nozaki et al. 2017; Strickfaden et al. 2020). This may be due to an increase in intracellular cations and molecular crowding following hypertonic treatment (Albiez et al. 2006).

Chromatin Proteins

Various chromatin proteins constrain the local chromatin motion driven by thermal fluctuation, contributing to the retention of each chromosome in its “chromosome territory” (Fig. 3C; Cremer and Cremer 2001) as well as genome functions. The cohesin complex is an important protein complex that can capture chromatin fibers with its ring structure to form loops and for sister chromatid cohesion (Nasmyth and Haeering 2005; Morales and Losada 2018; Nishiyama 2019). Loss of cohesin leads to fewer chromatin constraints and thereby a drastic increase in local chromatin motion (Fig. 5C, right; Dion et al. 2013; Nozaki et al. 2017; Ashwin et al. 2019; Itoh et al. 2021).

Transcription

Interestingly, the RNA transcriptional machinery has a constraining role for local chromatin motion in the nucleus (Fig. 5D,E; Nagashima et al. 2019; Babokhov et al. 2020; Itoh et al. 2021). Knockdown of active RNA polymerase II (RNAPII) or other transcription regulatory
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dominant-negative H3.3 K27M mutant, where the 27th Lys is replaced by Met, inhibits the activity of the Polycomb repressor complex 2 (PRC2) to methylate H3K27, resulting in impaired transcriptional silencing (Chan et al. 2013; Lewis et al. 2013). H2B Glu76 and H3.1 Glu97 mutations are also frequently found in cancer cells, and replacement of these residues with Lys leads to nucleosome instability (Arimura et al. 2018). Furthermore, mutations in the genes that encode several linker histone H1 isoforms are highly recurrent in B-cell lymphomas (Yusufova et al. 2021). Whereas how these mutations enhance tumorigenesis remains unclear, their resultant altered behaviors may be involved in the process. Such alterations might affect transcription, DNA repair efficiency, or plasticity of chromatin in the nucleus (Shimamoto et al. 2018) and restrict chromatin motion (Fig. 4F; Nozaki et al. 2017; Lerner et al. 2020). Whereas HP1 was suggested to form liquid droplets by LLPS (Larson et al. 2017; Strom et al. 2017), Erdel et al. (2020) recently reported that LLPS may not be a prerequisite for the chromatin cross-link function of HP1 (for details, see Rippe 2021). Whether condensates/clusters/liquid droplets of other nuclear bodies can stabilize the genome chromatin for their functions remains unclear and an area to be investigated.

**PERSPECTIVES**

The physical nature of chromatin in the nucleus, discussed in this review, is functionally important for gene regulation and control of gene expression. Therefore, defects in the physical nature may be relevant for physiological and pathological processes (Misteli 2010; see Khan 2021). It is known that mutations and transcriptional misregulation of several “global genome organizers,” such as the cohesin complex (Misteli 2010; Kline et al. 2018), are linked to human diseases. Interestingly, some mutations in core histones act as oncogenic drivers, creating the term “oncohistones” (Bennett et al. 2019; Nacev et al. 2019). For example, several mutations in the histone variant H3.3 have been reported in pediatric gliomas (Schwartzentruber et al. 2012; Wu et al. 2012). Among these, the dominant-negative H3.3 K27M mutant, where the 27th Lys is replaced by Met, inhibits the activity of the Polycomb repressor complex 2 (PRC2) to methylate H3K27, resulting in impaired transcriptional silencing (Chan et al. 2013; Lewis et al. 2013). H2B Glu76 and H3.1 Glu97 mutations are also frequently found in cancer cells, and replacement of these residues with Lys leads to nucleosome instability (Arimura et al. 2018). Furthermore, mutations in the genes that encode several linker histone H1 isoforms are highly recurrent in B-cell lymphomas (Yusufova et al. 2021). Whereas how these mutations enhance tumorigenesis remains unclear, their resultant altered behaviors may be involved in the process. Such alterations might affect transcription, DNA repair efficiency, or plasticity of chromatin in the nucleus (Shimamoto et al. 2018) and restrict chromatin motion (Fig. 4F; Nozaki et al. 2017; Lerner et al. 2020). Whereas HP1 was suggested to form liquid droplets by LLPS (Larson et al. 2017; Strom et al. 2017), Erdel et al. (2020) recently reported that LLPS may not be a prerequisite for the chromatin cross-link function of HP1 (for details, see Rippe 2021). Whether condensates/clusters/liquid droplets of other nuclear bodies can stabilize the genome chromatin for their functions remains unclear and an area to be investigated.
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2017; Stephens et al. 2017; Nagashima et al. 2019; also see Miroshnikova and Wickström 2021). Discovering how altering the physical properties of chromatin contributes to creating cell abnormalities and subsequent human disorders, including tumorigenesis, is an exciting area for future research.
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